
From Lay, Section 1.9
��� The Matrix of a Linear Transformation ��

5)&03&. �� Let T W Rn ! Rm be	a	linear	transformation	and	let A be	the	standard	matrix	for
T . Then:

a. T maps Rn onto Rm if	and	only	if	the	columns	of A span Rm;
b. T is	one-to-one	if	and	only	if	the	columns	of A are	linearly	independent.

1300'

a. By	Theorem	4	in	Section 1.4, the	columns	of A span Rm if	and	only	if	for	each b
in Rm the	equation Ax D b is	consistent—in	other	words, if	and	only	if	for	every b,
the	equation T .x/ D b has	at	least	one	solution. This	is	true	if	and	only	if T maps
Rn onto Rm.

b. The	equations T .x/ D 0 and Ax D 0 are	the	same	except	for	notation. So, by
Theorem	11, T is	one-to-one	if	and	only	if Ax D 0 has	only	the	trivial	solution.
This	happens	if	and	only	if	the	columns	ofA are	linearly	independent, as	was	already
noted	in	the	boxed	statement	(3)	in	Section 1.7.

Statement	(a)	in	Theorem	12	is	equivalent	to	the	statement	“T maps Rn onto Rm

if	and	only	if	every	vector	in Rm is	a	linear	combination	of	the	columns	of A.” See
Theorem	4	in	Section 1.4.

In	the	next	example	and	in	some	exercises	that	follow, column	vectors	are	written	in
rows, such	as x D .x1; x2/, and T .x/ is	written	as T .x1; x2/ instead	of	the	more	formal
T ..x1; x2//.

&9".1-& � Let T .x1; x2/ D .3x1 C x2, 5x1 C 7x2, x1 C 3x2/. Show	that T is	a
one-to-one	linear	transformation. Does T map R2 onto R3?

40-65*0/ When x and T .x/ are	written	as	column	vectors, you	can	determine	the
standard	matrix	of T by	inspection, visualizing	the	row–vector	computation	of	each
entry	in Ax.
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(4)

A

So T is	indeed	a	linear	transformation, with	its	standard	matrix A shown	in	(4). The
columns	of A are	linearly	independent	because	they	are	not	multiples. By	Theorem
12(b), T is	one-to-one. To	decide	if T is	onto R3, examine	the	span	of	the	columns	of
A. Since A is 3 ! 2, the	columns	of A span R3 if	and	only	if A has	3	pivot	positions,
by	Theorem	4. This	is	impossible, since A has	only	2	columns. So	the	columns	of A do
not	span R3, and	the	associated	linear	transformation	is	not	onto R3.

T
T

e2

e1

x3

x1

x1

x2

a2

a1

Span{a1, a2}

The	transformation T is	not
onto R3.

13"$5*$& 130#-&.

Let T W R2 ! R2 be	the	transformation	that	first	performs	a	horizontal	shear	that	maps
e2 into e2 " :5e1 (but	leaves e1 unchanged)	and	then	reflects	the	result	through	the x2-
axis. Assuming	that T is	linear, find	its	standard	matrix. [Hint: Determine	the	final
location	of	the	images	of e1 and e2.]
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From Lay, Section 2.1

��� Matrix Operations ��

&9".1-& � Find	the	entries	in	the	second	row	of AB , where

A D

2
664

2 !5 0
!1 3 !4

6 !8 !7
!3 0 9

3
775; B D

2
4

4 !6
7 1
3 2

3
5

40-65*0/ By	the	row–column	rule, the	entries	of	the	second	row	of AB come	from
row 2	of A (and	the	columns	of B):

!

2
664

2 !5 0
!1 3 !4

6 !8 !7
!3 0 9

3
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2
4

"
4

"
! 6
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3 2

3
5

D

2
664

! !
! 4 C 21 ! 12 6 C 3 ! 8

! !
! !

3
775 D

2
664

! !
5 1

! !
! !

3
775

Notice	that	since	Example 6	requested	only	the	second	row	of AB , we	could	have
written	just	the	second	row	of A to	the	left	of B and	computed

!
!1 3 !4

"
2
4

4 !6
7 1
3 2

3
5 D

!
5 1

"

This	observation	about	rows	of AB is	true	in	general	and	follows	from	the	row–column
rule. Let	rowi .A/ denote	the i th	row	of	a	matrix A. Then

rowi .AB/ D rowi .A/ " B (2)

Properties of Matrix Multiplication
The	following	theorem	lists	the	standard	properties	of	matrix	multiplication. Recall	that
Im represents	the m # m identity	matrix	and Imx D x for	all x in Rm.

5)&03&. � Let A be	an m # n matrix, and	let B and C have	sizes	for	which	the	indicated
sums	and	products	are	defined.

a. A.BC / D .AB/C (associative	law	of	multiplication)
b. A.B C C / D AB C AC (left	distributive	law)
c. .B C C /A D BA C CA (right	distributive	law)
d. r.AB/ D .rA/B D A.rB/

for	any	scalar r

e. ImA D A D AIn (identity	for	matrix	multiplication)

1300' Properties	(b)–(e)	are	considered	in	the	exercises. Property (a)	follows	from
the	fact	that	matrix	multiplication	corresponds	to	composition	of	linear	transformations
(which	are	functions), and	it	is	known	(or	easy	to	check)	that	the	composition	of	func-
tions	is	associative. Here	is	another	proof	of	(a)	that	rests	on	the	“column	definition”	of
the	product	of	two	matrices. Let

C D Œ c1 " " " cp !
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Let A =

[
1 2
3 4

]
, B =

[
4 0
3 4

]
, C =

[
2 −4
3 −6

]
, and D =

[
1 2 −3

−2 1 3

]

1. Compute AB and BA

2. Compute AC and BC

3. Compute AD and DA

4. What interesting properties of matrix multiplication do these examples
demonstrate?
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Let F =

 1 0 3
2 2 3
0 4 −7

, G =

 3 −2 4
7 12 8
16 2 3

, E1 =
 1 0 0
−2 1 0
0 0 1

, E2 =
 1 0 0
0 1

2 0
0 0 1


Feel free to use today’s Mathematica notebook for these computations.

5. Find F−1 and G−1

6. Compare the following products: F−1G−1, G−1F−1, (FG)−1, (GF)−1

7. Compare (FG)T, FTGT, and GTFT

8. Find
(
FT
)−1

9. Compare F, E1F, and E2E1F

What general observations can you make from your computations?
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